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▪SC is the premier international forum for 
HPC

▪ Includes:

▪Birds-of-a-Feather sessions (BoFs)

▪Panels

▪Technical Papers

▪Workshops

▪Tutorials

▪Exhibition

Supercomputing



Highlights from 2023

▪14,000+ in-person attendees

▪The most ever 

▪438 exhibitors

▪Theme was I am HPC 
▪14th PMBS Workshop

Supercomputing



▪ (Probably…) The most representation 
from York at Supercomputing

▪2 in-person attendees, 1 remote  
(… as far as I’m aware!)


▪1 Poster, 1 Workshop, 2 Workshop 
papers

York at Supercomputing
Supercomputing



York at Supercomputing
Supercomputing



▪The Top 500 Supercomputers list 
is updated biannually, May (at ISC) 
and November (at SC)

▪At SC, a Birds-of-a-Feather 
session announces the list, 
awards the top machines and 
summarises trends

The Top 500

MEDIA KIT
TOP500 & Green500

2022

Contact:
advertising@
top500.org



▪Frontier is still the only 
acknowledged Exascale system (1.1 
EFLOP/s)

▪Europe now has two three Top 5 10 
systems!

▪LUMI (310 380 PFLOP/s)

▪Leonardo (175 240 PFLOP/s)

▪MareNostrum 5 (140 PFLOP/s)


▪Top 10 systems contribute >50% 
the sum performance (~7 EFLOP/s)

▪We have about 10 very big 
supercomputers and 490 others!

The Top 500



Big Surprises

▪Aurora was expected to unseat 
Frontier, with estimated peak ~2 
EFLOP/s

▪However, only half the machine 
was benchmarked, achieving #2 
with 585 PFLOP/s


▪#3 system is an Microsoft Azure 
cloud instance with NVIDIA H100 
GPUs, achieving 561 PFLOP/s

The Top 500



Architectures

▪A treemap of the Top 500 
demonstrates the dominance of 
large systems, and of  
accelerators

The Top 500



The “Unofficial” List
The Top 500



▪#39 ARCHER2, still top UK system, 19.54 PF

▪AMD CPUs


▪#41 Dawn, University of Cambridge, 19.46 PF

▪Xeon Sapphire Rapids + Xe-HPC Ponte 
Vecchio


▪#79 Cambridge-1, 9.68 PF

▪AMD CPUs + NVIDIA A100


▪Just before SC, University of Bristol announced 
Isambard-AI

▪£225m investment in NVIDIA GH200

(…in the Top 100)
HPC Systems in the UK



▪SC always has a varied programme, but 
the “big” theme this year was:

▪LLMs! (at least according to exhibitors)

▪APUs (Accelerated Processing Units)

▪DAOS

▪HPSF

Conference Themes



▪APUs and Superchips combine a CPU and 
GPU on a single die

▪Evolution of Summit/Sierra architecture

▪Essentially gain cache coherence and 
unified memory for CPU and GPU

▪CPU cores can handle things GPUs are 
bad at (I/O, divergence, etc)


▪ Intel abandoned their “XPU” in May

▪AMD have MI300A in the works

▪NVIDIA announced GH200 at SC

APUs and Superchips (and XPUs)
New(?) Architectures



▪ In HPC I/O, DAOS shines

▪Aurora has fastest (production) I/O 
system in town

▪Many papers in workshops about 
DAOS performance

DAOS



▪The Linux Foundation launched the HPSF

▪ Initial projects:

▪Spack, Kokkos, AMReX, WarpX, Trilinos, 
Apptainer, VTK-m, HPCToolkit, E4S, 
Charliecloud


▪Membership:

▪AWS, HPE, Intel, NVIDIA, CEA, Kitware, 
Uni of Oregon, CIQ, Various DoE labs


▪hpsfoundation.github.io

High Performance Software Foundation
HPSF



▪14th Year of PMBS

▪PMBS is concerned with the evaluation 
and comparison of HPC systems and 
applications primarily through:

▪Analytical performance modeling 

▪Benchmarking and performance 
analysis

▪Use of advanced simulation 
techniques

Performance Modeling, Benchmarking and Simulation



▪Published 186 novel research papers at 
PMBS

▪This year we accepted:

▪10 full-length papers

▪4 short paper

Performance Modeling, Benchmarking and Simulation



▪Sessions:

▪Best Papers

▪Architecture Evaluations

▪Short Papers

▪Benchmarking

▪Scheduling

▪Performance Modeling

Highlights



Performance Modeling, Benchmarking and Simulation

Best Paper Award
Presented to

István Z. Reguly
For the paper entitled

Comparative evaluation of bandwidth-bound applications on the Intel Xeon CPU MAX Series

14th IEEE International Workshop on
Performance Modeling, Benchmarking and Simulation 

of High Performance Computer Systems
held in conjunction with SC23



▪ Intel Xeon CPU MAX is a “fat” x86 CPU 
architecture with on-chip High 
Bandwidth Memory (HBM)


▪Xeon CPU MAX 9480

▪56 cores (1.9-2.6 GHz)

▪64 GB HBM2e

▪4 NUMA regions

▪Dual socket

Comparative evaluation of Intel Xeon CPU MAX
Best Paper



▪The Competition:

▪AMD EPYC 7V73X

▪60 cores (2.2-3.5 GHz)

▪768 MB L3, 448 GB DDR4


▪ Intel Xeon Platinum 8360Y

▪36 cores (2.4-2.8 GHz)

▪512 GB DDR4

Comparative evaluation of Intel Xeon CPU MAX
Best Paper



Comparative evaluation of Intel Xeon CPU MAX
Best PaperApplications

• Test suite (mostly) based on OPS/OP2 DSL apps
• Structured mesh stencil codes (varying computational intensity)

• Unstructured mesh codes

• Test harness to streamline compilation & runs: https://github.com/reguly/tests

• CloverLeaf 2D/3D – low order + lots of small boundary loops (DP)

• Acoustic – high order, cache-intensive (SP)

• OpenSBLI – more data movement (SA), more recompute (SN) versions (DP)

• miniWeather – atmospheric dynamics, low order (DP)

• MG-CFD – lots of indirect accesses, data races (DP)

• Volna – fewer computations with indirections/races (SP)

• +miniBUDE – compute/latency intensive (SP)

11/12/2023 6



Comparative evaluation of Intel Xeon CPU MAX
Best PaperComparison of best parallelizations

11/13/2023 10

• CloverLeaf – most BW bound. 
3.5-4.3x

• OpenSBLI SN/Acoustic – 
cache & latency. 2-3.3x

• MG-CFD/volna - lantecy. 2-3x

• miniBUDE – compute, latency 
1.36-1.8x

• Vs. A100: 1.1-2.2x slower
• No MPI comms on GPU



Comparative evaluation of Intel Xeon CPU MAX
Best PaperComparison to more CPUs & GPUs

11/13/2023 14
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▪Paper analyses the power characteristics 
of NERSC production workloads

▪Large gap between average and peak 
power usage

▪Large swing in power during 
application (with CPU/GPU 
applications)


▪ Z. Zhao, et al. 2023. Power Analysis of NERSC Production Workloads., 
10.1145/3624062.3624200

Power Analysis of NERSC Workloads
Other Notable Papers



Verifying Performance Guidelines for MPI Collectives

▪Paper analyses performance guidelines 
for MPI collectives

▪Propose a benchmarking tool to test 
performance guidelines (e.g. 
MPI_Scatter ⪯ MPI_Bcast)

▪Demonstrate that in many cases, MPI 
libraries require optimisation (because 
they fail some tests!)


▪ S. Hunold. 2023. Verifying Performance Guidelines for MPI Collectives at 
Scale., 10.1145/3624062.3625532

Other Notable Papers


